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Welcome to Constellations, the podcast from Kratos. My name is John Gilroy,
and I'll be your moderator. Ourguest todayis Greg Quiggle, Vice President of
Product Management at Kratos. Now, there has been a lot of exciting
innovationsin space from multi-orbit satellites, mega-constellations to
software-defined payloads. Today we will discuss the technology revolution that
isoccurring on the ground, that is critical to enablingthese developmentsin
space. Northern Sky Research, aglobal leaderin satellite and space market
research explains the satellite ground network infrastructure is onthe cusp of a
fundamental change. Ground network technologies must shift from purpose-
built proprietary hardware architectures to software-defined, flexible, and
extensiblevirtual platforms.

Addressingthis challenge, Kratos has developed the first fully digital virtualize
software-defined and orchestrated platformin the satellite industry. It's called
OpenSpace. OpenSpace is acentralized platform that uses software control and
programmability to automate functions across the ground system from
transport, infrastructure, and management capabilities to improve scalability,
resilience, and lower costs. With us today, Greg Quiggle, heisfocused on
enabling more dynamicground system operations by leveraging the power of
software-defined networking technology. Greg has spentover 25 years
conceptualizingand executing successful corporate-level productand
technology strategies within the communication industry. Greg, what is
changinginthe satellite industry that's driving this revolution on the ground?

HeyJohn.| wouldtell you that most of the ground innovation today is really
being pushed by anincredible amount of innovation in space. Some would say
we're actuallyinan era of innovation in the space industry, and you see thatin
the form of multi-constellation satellites. It used to be primarily GEO. Now you
see mega-constellations at low earth-orbit. You see middle earth-orbit satellites.
You see the move to proliferated LEO, you see also software -defined payloads,
payloadsthat no longerlaunchedin afixed state fora period of 10 to 15 years.
They actually reconfigure themselves based on changes in user demand. All of
these things are really leading to unprecedented gains in terms of bandwidth
that's available over space satellites, flexibility, and also in terms of
performance. These are having anotable impactthen on the way basicground
systemsreally needto operate.

Well, Greg, we're going to talk about movies now. We're going to talk about the
movie, The Perfect Storm. It sure seems like with the proliferation of satellites
out there, all these different types of systems, LEO, MEO, and GEO, it seems like
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thisisa perfectstormto change the way that we acceptinformation, change
the way we get these communications fromthe satellites, doesn'tit?

Yeah, absolutely. | would actually argue thatif the ground systems don't change
all of this greatinnovationin space will actually go wasted. You know, the
ground systems simply don't have the scale or the flexibility or the performance
necessary to be able to react to these changesinthese constant new features
that we seeinthe space domain.

| getbombarded by all kinds of press releases, all kinds that are involved with
technologyinthe cloud. Now a couple of weeks ago, there was Microsoft Ignite
and | saw a pressrelease abouttheirground station as a service offering. How
doesthisas yourorbital ground stations of service fitinto this just crazy
changing ground system environment?

It's actually a very good example of atrue digital dynamicground platformthat
can react to these changesin space. Orbital is actually all about Earth
observation networks anditsinitial manifestation. What it doesisitallowsthe
ground system to spin up, to take a pass from an Earth observation satellite, as
it orbits overthe ground station. The benefits to this really are significant to the
Earth observation operator, but before you had somethinglike Orbital in place,
what would happenisthe Earth observation company would have to build their
own static ground system based on a hardware and because most EO satellites
are LEO, the ground system would only be utilized at pointsintime when the
LEO was actually insite, they move in orbit. What the Microsoft solution allows
youto dois instead of dumpingall of that capital into a dedicated hardware -
based ground system, you literally can use as a shared entity, Microsoft
antennas and infrastructure to take pass data as the LEO flies overthe top.

There's a large benefitright off the bat for the Earth observation companies and
that they don't have to put a lot of CapEx into an assetthat ultimatelyis
underutilized. Equally asimportant, most of the imaging datathat comes from
an Earth observation satellitetypically needs to be analyzed in the cloud.
There's an added benefit hereinthat the datathat's coming down fromthe
satellite isalreadyinthe cloud through the Azure orbital network, asaresult, it
can be quickly processed with minimal added costs foringress-egress data or
latency.

You used word capital and as you were speaking, | was writing notes about
capital. | thought about the amount of capital that Microsoft'sinvestedin this.
It's just, it's billions of dollars they've invested in this technology. It's just
amazing. When | think of Azure and Kratos, Kratosisa company that is helping
to enable Azure Orbital. What role does Kratos play in terms of this more
dynamicground system?
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| would tell youthere's acouple of key roles that we provide for Azure. The first
iswe actually provide some critical components for their ground stations. As the
antennais pointedto a satellite, the downlinkis received, it's processed digitally
so thatit'sable to be transported overan IP Ethernet network through into the
Azure cloud. Kratos provides alot of the infrastructure forthat as a key
component of whatis our OpenSpace platform.

The other key thing that we do with Microsoftis we also have a marketplace
presence in what thatthe marketplace presence doesisthese Earth observation
providersthat wantto be able to processtheirdownlinks. They can actually do
transactions with Kratos, through Microsoft to set up all of the virtual network
functionsand service chainsassociated with processing the link all fully in the
cloud.

I’'ve been doingthisfor 25 years you know. Just think about 25 years ago. Okay,
inthe future, there'llbe a marketplace where you could getservices for
yourself. Would that even dream of something like that years ago. You never
dreamed of that. Did you?

No, and | would actually have to tell you, many don't thinkit's feasible today.

Eventoday. Wow.

You know what, you mentioned all of the infrastructure and investment that
yousee with these large cloud players and it dwarfs the satellite industry. A big
part of OpenSpace is actually taking advantage of that huge amount of
investment and technology and standards that live not onlyin the cloud
industry butalsointhe telecommunications industry, the wireless industries.
We want to embrace those standards and those technology investments,
becauseinthe end, if youdo that, itactually allows the space industry to grow
much, much faster.

My wife's a Latin teacher, she talks about nomenclaturaornomenclature. Let's
talk about nomenclature here, OpenSpace. So whatis OpenSpace and what
doesitmeanfor our listeners?

OpenSpace isa dynamicground platform and really what makes it unique, there
are a few things. The primary though, isit'sreally built upon the core
fundamentals of network function virtualization NFV and software-defined
networking SDN. There are four basiccomponents to what makes up
OpenSpace. As close tothe antennaas possible forany of these systems. What
we do isdigitize all of the RF linksand in EO case, it's a downlinkand aTT&C or a
Satcom network. It would be a two-way link, both uplinks, and downlinks. We
digitize and package all of those RF samplesinto a standard called VITA 49. That
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really allows us to move these digital samples really anywhere in the world, over
a standard EthernetorIP network. Once you getto a pointwhere youwantto
process those samples, then we do that with virtualized network functions and
virtualized network functions really are they're virtually equivalents of common
components.

You wouldseeina hardware inateleporttoday, it could be splitters. It could be
combiners. It could be modulators, demodulators, spectrum analyzers, matrix
switches. All of these things today have physical components. What we've done
with OpenSpace is we take those digital samplesinoverVITA 49, and we now
processthem as virtualized network functions. That allows us to really do this
on standard x86 compute, which allowsittoruna cloud native. These VNFs are
spun up and spundown on demand based on changesinthe network, changes
incustomerdemand, changesinthreat, and they're organized through
something called aservice chain, whichisan SDN term. Service chains are
essentially built by our OpenSpace controller, whichis the third component of
OpenSpace. Itallows ustoreally apply business logicto these requests for
services to dynamically instantiate service chains, which are really combinations
of VNFs.

The last componentis OpsCenter. OpsCenteris really just aunified management
interface. It'sa dashboard perse that really spans the physical side of the
network, right? Some things physics getin the way you still need physical
hardware, like the antennas and the amplifiers. It spans that physical domain
with the virtual domain where all of the virtual network functions and service
chainslive. Indoingthat, you bringall of these things together. Itreally allows
the ground system to be much more dynamic, which allowsittorespondtoall
of these changesthatwe seeinspace. It alsorespondsin similarfashion to
highly dynamicnetworks thatitinterconnects with terrestrial and wireless
networks.

Well, Greg, one of the problems | havein lifeisl don't see the obvious. Let's look
at the obvious here. The firstword “Open”. We put the “open”in OpenSpace.
What's the value of being openinthisindustry?

Yes. If we go back a few years, | would tell you that historically the satellite
industry has really been built on proprietary hardware centricnetworks. Inthe
early days, that came from the state-of-the-art signal processing that was
required to make these, these systems operate. In modern times though what's
happenedisthe signal processinginfrastructure has gotten so much betterthat
the industry hasreally needed to move fromthese proprietary hardware
oriented systems to things that more fundamentally leverage latest, greatest
interfaces and techniques thatare usedin the trust real marketplace. Also, even
recently with 5G with the wireless marketplace. What OpenSpace hasdone is
it's taken this fundamentally different approach by leveraging asuite of these
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interfaces that they've been heavily adopted and provento scale in wireless
networks and terrestrial networks. Forexample, all of our VNFsrunina
standard container.

They're all configurable viaastandard called open API, which makesitvery easy
to configure and integrate with the VNFs. The VNFs all run cloud native within a
variety of different resource environments. You do this through a standard Vim
interface, virtualized infrastructure managers. Forexample, Azure hasaVim
Amazon, AWS a Vim.VMware has a Vim, OpenStack has a Vim and they've all
agreedto a standard such that virtual network functions thatwantto runin
those environments they can leverage acommon set of interfaces to doso.
That's on the resource side. If you look on the service interface side, we follow a
model called YANG and believeit or not, that stands for yetanother next
generation datamodel, right? Engineersif nothing else do have good humor.
But ultimately that's similarinthatit's a language ora data model that's been
builtthatallows youto generically describe aservice.

It distracts all of the productand technology details fromthe basicservice
request. | wantto do a 10 megabit persecond link between these two points. By
leveraging thesestandard interfaces, like open API, Vims, YANG models and
subscribingto standards bodies MEF with theirlifecycle service orchestrator
frameworkit notonly allows our systems to scale much more quickly, but
equally asimportant. Itallows usto very quickly integrate and scale with these
peernetworks thatlive with terrestrial carriers likean AT&T or Verizon, but also
with wireless operators as they move from things like 4G to 5G.

Everyone's at competition, McDonald's, Burger King, Chipotle. So, so how is the
OpenSpace platform different from other digitization and virtualization products
inthis specificworld, in the satellite world?

| would tell you right off the bat, it has to do with the fact that OpenSpace has
approachedthis problemasa platform. As| mentioned early on, it's largely
based on these fundamental principles of network function, virtualization and
software-defined networking. There are many peers out there that have
virtualized components, right? They might make avirtual modem, they might
make a virtual spectrum analyzer. Thatinitself has been astep forwardin our
industry. What those things are missing though, is the ability to scale and be
dynamicforthese large networks because them and themselves are just one
part of the overall product offering. What OpenSpace does, is it says, okay, even
ina modest size network, there's going to be hundreds of thousands of these
virtual products. Nobody's going to scale up. They have to manage each of them
independently.

What OpenSpace doesisitapplies thesefundamental principles from software
defined networking and NFV to allow you to deploy these things dynamically
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and react to very quick changes and the supply of the network more compute,
less compute, or perhaps spectrum that's operating well versus spectrum that's
not operating well. It can react to changesin userdemand. Customers atany
pointintime could be drawing more throughput overa satellite versus less, and
alsoit can react to threat conditions. Perhapsit's a military use case intheater
where youradversaryisjamming, afrequency band you're using, and you need
the networktoreact to it. What OpenSpace does, isittakes advantage of this
step of virtualization, butitreally takesittothe nextstep by makingall of those
things work togetherin concertas a dynamicnetwork.

Greg thousands of people from all overthe world have listened to this podcast.
Go to Google and type in Constellations podcast to getto our show notes page
here, you can get transcripts forall 86 interviews. Also, you can sign up for free
email notifications for future podcasts. Now, Greg, alot of people who are
listening to this podcast may be technically oriented and we all know about x86
and containers, and maybe some of them know aboutVim, V-I-M, but there are
other people thatlistento this podcast, maybe theyare in higherlevels of the
organization and they have the proverbial Tom Cruise question. The Tom Cruise
questionis okay, Greg, you're technically competent, but show me the money.
Show me the money. Can this help me save money? Isit goingto reduce costs
or both? Where doesthe whole financial aspectfitin here?

| would tell you, it's a little bit of both this shift to dynamic software -defined
networking most certainly translates to reduced OpEx, operating costs and
CapEx capital overthe life cycle of agiven satellitefleet. It'sbeen proven
already multipletimesinotherindustries, right? Cloud in general is agood thing
for costs. Software-defined networkingin general is agood thing for cost. This is
furthered actually by the ability to align network spend with actual adoption of
customers on a satellite. If you think of the way the industry works, an operator
will launch asatellite. Typically, they have a10to 15 yearlife associated with
that satellite. Whenthe systems are largelyhardware and static, they actually
have to investinthe complete ground system, assuming 80 to a hundred
percentadoption of the satellite day one.

So they have that large cost sittingthere. It's not like they have 80% of their
satellite filled with customers day one. Typically they have 25% of their satellite
filled with advanced orders. That's wasted CapEx that you could be usingon
otherthings. When you move the network to software, whatitallows youtodo
isapply cloud resources as you add customers. The amount of upfront spend
needed is minimized. You putthe minimum amount of spendin place to be able
to light up the spectrum, but processing the spectrum canscale as you add
customers, whichreally not only makes the overalllife cycle costless. Itallows
you to also just control the spend. As the revenue comesin, a portion of that
goesto the cost of your network versus needingto spend all of that upfront.
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That beingsaid, | think that's the cost side of the equation. There'salsoa
revenue side of the equationinthat with the openinterfacesand scale thatyou
getwith OpenSpace. It doesa couple things foryouinterms of beingable to
very quickly reduce the time needed to design and deploy services with your
existing customer base. If | look at a hardware-based system, if youwantto
deployservice toanewsite, believeitornot, itcould take a weekormorein
orderfor youto be able todo that. There'sa lot of logisticsinvolved in getting
equipmentintheright place, dealing with exports and imports, dealing with
staff locally, to be able to dothe job.I'm beingkind when | say a week, it could
easily be more. When the world went to virtualized products, that time went
froma week, let's say aday or more.

That does take advantage of the benefits of virtualization. We've been
experiencing that for many years with our quantum product line. What
OpenSpace doesisittakesitfrom a day or more to seconds. And the reason
why that happensis because the network is actually orchestrating these things
called service chains ondemand. You're leveragingacommon, generic
hardware infrastructure, both interms of compute and digitizers that can work
really with virtually any antenna, any band, any amount of bandwidth. Through
that, you can actually build aservice chainin well, less than a minute.

Wow. Now Greg, when you sitdown with a prospective customers, they're
goingto of course ask about yourtechnical background. We gotthose check
boxes, thenthey're going to ask him the many money question, they're goingto
check boxes, and then they're goingtoturn to you and say, "Okay, who has used
this besides me?" The early adopters are testing this platform. What kind of
feedback have you gotten fromthem, Greg?

Yeah. It's hard for me to give a lot of specifics given this forum, I'm obviouslyin
publicforum, you already mentioned the Microsoft announcement that we saw
afewweeksago. We're delighted to be a partner with Microsoftand already
have pretty deep engagement with several customers. Beyond that I would tell
you many of our quantum customers are actually already in discussions with us
aboutupgradingand are at various stagesinthat process with OpenSpace.
Again, quantum s primarily a set of virtualized products soas | mentioned,
whentheylook at somethinglike OpenSpace, it allowsthemtogofroma
deploymentinaperiod of a day to deployment, literally in a period of seconds,
as they add new customerstothe system. It's hard for me to go much deeper
than that, but | will tell you the initial response to ourfirst use case, whichis for
EO sensing networks has beenreally, really good.

Well, we're inthe Washington DCarea, recording this, sitting across from each

otherinthe COVIDcrisis. We got to ask about the federal government here.
What about this new approach to standards based and virtualized ground
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systems? Does that match up withthe needs of government agenciesin the
military?

Absolutely. The government agencies actually are areally good representation
of many of the challenges thatyou see with bigterrestrial carriers. Very, very
heavy userbase, right? Very, very large networks and have to supporta whole
variety of use cases. For the same reason that these terrestrial carriers likethe
AT&Ts of the world went to software-defined networking 10 years ago, it's the
same motivation that ultimately will drive our government customers and
federal customers down the same path. Many years ago AT&T was alsovery
much based, their network was based onvery hardware centricsystems. Lots of
custom and proprietary interfaces that were vendor specificand kudos to them
and others. They said enoughis enough. In the wireless industry, you saw this
move to a 3GPP as a way to drive standards within the wireless systems.

Before you got toa 3G, 2G systems were very much like satellite ground
systems are today. Hardware centric, very siloed, very proprietary, 3GPP
brought standards that all the carriers subscribed to. Really what that allowed
themto do was to drive things like roaming, right? You'll notice your phone just
works anywhere you gointhe world. That's not an accident. That's done by
these global standards that have been driven foryears by the carriers and by
the wireless operators. When you translate thattoa government use case the
needreallyisn'tany different, any given military, they don't know where their
next missionis goingtobe, but!'ll tell you what, when they getthere and
they're intheater, especially if they're getting shot up, they need their
connectiontowork. Justlike we want our cell phone toworkwhenwe landin
anothercountry. Ultimately what will drive thatis a very common philosophy
around standards.

Now, earlierinthe interview, you mentioned the word container, and |
rememberseven, eight years ago, containers just comingin the marketand
people were amazed and astonished what they can do.Now it's kind of like yeah
it's a container. That's what the Vim s all about. Maybe using containers in new
and creative ways. Containers themselves have evolved in the last few years
here. What about OpenSpace? How do you see the OpenSpace platform
evolvingto meetthese changing needs? In other words, whatis the high level
roadmap for the OpenSpace platform?

I thinkyou'll see us after our one data release here really focused on three
vectors of development. The first would be just broadening the portfolio of
virtual network functions. Right? If you look at the number of specifichardware
devicesthatsitina teleport, if youwere towalkintoateleporttoday, it's not
like we're goingto be able to provide all of those in the firstfew months of
OpenSpace beingan active product. Whatyou'll see us do overthe nextseveral
yearsis we'll prioritize those devices that we think would be most valuableto
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virtualize. And we'll expand our portfolio to support that. In doing that what
that allows usto dois thentake the platformand supportreally a broaderrange
of use cases, or as I've used the term already service chains.

An example of that would be atfirstrelease, we're focused on EO sensing
downlinks. You'llsee otherreleases where we'll focus on satellite command and
control links. We'll focus on two-way Satcom systems. We'll focus on spectrum
management systems and really the way that you do that it's all based on this
common platform, butto do it, you actually need a fuller portfolio of VNFs. In
some cases, those will be Kratos developed, hence inthe name “Open”. In some
cases, those will not be Kratos developed. There'll be developed by an
ecosystem of partnersandindoingso, we can reallyincrease the rate of
innovation. The third vector, Iwould tell you that's really critical for us is
broadeningourbase of supported Vims and orchestration frameworks. When |
say orchestration frameworks, this could be service orchestrators, and there's
many of them out there thatare heavily utilized in the wireless and in the
terrestrial communication toindustries, an example would be like an ONAP,
open network automation platform, which was sponsored by AT&T and Linux
Foundation.

You have a private systems like Cloudify, and then you have standards that are
in place that try to bring common functionality around orchestration
frameworks, like MEF LSO. So you'll see usreally broaden our set of certified
and tested interfaces with those orchestration frameworks. That's what drives
the automated dynamicnature of OpenSpace. Onthe Vimside, that's
underneath oursystem. You mentioned containers right along with containers
you have virtual machines, and these are the basictoolsthat allowyoutorunin
a cloud-native oravirtualized environment. Just like initially you see us talk
about platformslike Azure, there are unique Vims for other virtualized
environments and or cloud native environments. There's unique ones for, for
Google cloud, for AWS, for OpenStack, for VMware. As we get greateradoption
with customers and, see more common pools of support forthese basic
virtualized infrastructureis you'll see us broaden our portfolio of Viminterfaces
that we certify against.

Crystal ball time. We've mentioned all kinds of things in this podcast. | mean, if
youwentto the dictionary, you'd get 50 or 60 new words and everything from
ONAP to MEF LSO. All kinds of differentterms, let's put those termsin abigpot
and boil itfor five years. Where are things goingin the next five or 10 years?|
mean, where'sitall headingtowards what's the ground station goingto look
like five years from now?

The firstthing| will tell you that| justfind fascinatingis foryears and years and
yearsin thisindustry, ground station locations were typically picked based on

optimal coverage forthe satellites.
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Of course.

GEO satellites typically operate in the GEO belt as you would expect. There's
very, very well-defined geographicareas where you typically seeteleports.
What | find fascinatingis we already see this movement where the better
location forthe teleportantennaisn't necessarily for optimal satellite coverage.
It's actually for optimal cloud infrastructure access. In doing that, you see this
trade-off starting to happen, oran operator will actually make avery educated
decision around sacrificing spectral efficiency or performance overairwith the
CapEx and OpEx neededtorun theirnetwork overthe life cycle. | think saying
that evenjustafewyearsagowould have been heresyinourindustry.

| find thatfascinating. That's a really interesting balance that's happening. Along
with that, | think some otherthings that are probably maybe less, less
compelling. Today, | mentioned multi-constellation networks. You have LEO
networks, MEO networks, GEO networks and in many cases, the ground systems
are specifictothose constellations, those platforms. What | think you're going
to see here inthe not too distant future are common ground platforms that are
expected to adapt to these multi-constellation network. If acustomerneedsa
very low latency service, perhaps they use a LEO satellite becauseit's much
closerto the Earth's surface. If they need video broadcast with very wide range
coverage, perhapsthey use a GEO satellite because it covers more surface area
on the earth, but it comes at the expense of things like latency. Whatyou'll see
today versustomorrow is networks thatare builtto be able toon demand,
leverage these different levels of constellations based on different SLAs.

In doingthat, thenthe system can really react to the changesin user demand,
but also can react to changesin the payload thatthey happentobe operating
with an optimized forthe payload. Last but not least what | sincerely hopeis for
the good of our industry, that we see really betterin broad scale adoption of
these common standards and interfaces that have been wild successesin our
peerindustries, terrestrial communications and wireless. We have to stop
looking atour industry as special and it needsto be different. It really doesn't.
You can see a huge parallel between the way a software to find payload works
on a new satellite and the way a 5G base station works. What we need to do as
an industry has recognize, that come togetherand drive standards, just like we
saw with the wirelessindustry back in the days of 2G as they moved to 3G.

Well, I'mglad you brought up the service level agreement SLA. | think that's
goingto be the key concept here, moving forward. | think different companies
all overthe world are goingto have more options at theirdisposal of how much
they want to pay for what, and you could almost customize asolution forthat
particular customer couldn'tyou given the requirements. It's going to be more
of understanding all the nomenclature and the technology to come up with
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almosta custom solution foreach customer. You can do it now with all the
software choices.

Well, the coolest thingaboutitisit really happens dynamically, right? That's
what SDN doesforyou. I'll give you one really easy, quick example, right? Let's
say you have a service that's very latency sensitiveversus aservice thatisn't.
When you define aservice chainforthat customer, asa part of the SLA, just
definingthe latency sensitivity will actually dictate the way thatitgets
orchestratedin the network. You might throw more compute cycles at itto
process the package faster. You might use a different framing, ashorterframing
format, no minimize thingslike jitter. In doing that, what you're doingisyou're
getting latency performance at the expense of using more compute forthat
specificservice chain. Usually that translates then to something the customer's
willingto pay a little more for, right? Thisis all about value.

I mean, a case where the customerdoesn't have latency, sensitive traffic, maybe
they buffereffectively on both sides of the network. They don't care. You can
offerthemthe same exactlink with less stringent requirements around latency.
You can run the same link on less compute. You see thisreally interesting trade
off where overtime, you're rightitfeels like custom services andin today's
industry, that's custom services with the network engineerdoingthe job,
designingit, deployingitoveraperiod of days to weeks. What happens with
software-defined networkingisit's builtinto the basic SLA of the service chain,
the business logic of the controlleranditjust works.

To go back to the money question, what can happenisthattoday fora bespoke,
a custom system would cost you a whole lot more, but with software
virtualization, italmost allows you to customize it at a whole lot less expensive
today.Isn'tit?

Absolutely. Absolutely.

Well Greg, thanks for the insider perspective on ground station innovation. |
would like to thank our guest, Greg Quiggle, Vice President of Product
Management at Kratos.

Thanks, John. Take care.
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